Discussion of American Express Credit Card Default Prediction

**Introduction**

Modern life relies on the convenience of credit cards to make daily purchases, no matter shopping online or in a physical store, which only needs customer to carry a piece of card over large amount cash. However, based on the Federal Reserve Economic Data[1], credit card delinquency rate increases from 2016 to 2019 and starts to increase again in 2021Q3(a sharp decrease in 2020 is due to Covid19). The credit card is issued by a bank or financial services that allow cardholders to borrow funds to make payments for goods and service[2], so it results in huge risk to card issuers that they do not know when the money will be returned and if the customers have the ability to return. In order to identify high credit card default users for banks and financial services and minimize the loss, Kaggle competition, American Express Default Prediction, is proposed to create machine learning models to predict whether a customer will default in the future or not. Also, this is a classification problem because of binary target variable.

**Dataset**

Since the dataset released by American Express involves customers’ privacy and security, all 190 features are anonymized and normalized and categorized into 5 groups containing delinquency variables, spend variables, payment variables, balance variables, and risk variables. The target is a binary variable, which is resulted by observing 18 months performance window after the latest credit card statement. It is considered as a default event as noted 1 in the dataset if the customer does not pay the due amount in 120 days after their latest statement date, otherwise, it is noted as 0.

Since the project has not been fully designed, a general data preprocessing approach will be illustrated below. First, any records with missing target column data will be removed as these are necessary for prediction. To handle missing numeric values, it is appropriate to fill them with either the median or mean value of that feature. In terms of categorical values, we can one hot encode these into separate columns so that they could be easily used as an input for the model. To address the class imbalance, undersampling, oversampling, or SMOTE can be applied to get better class distribution. Undersampling is the process of removing instances of the majority class in order to improve class distribution. Oversampling adds copies of the minority class to balance class distribution. SMOTE stands for synthetic minority oversampling technique, which uses KNN clustering to create new minority class objects that fill in the gap between the minority and majority class

**Related work**

In this section, I reviewed some research papers that related to this topic. The main difference is the dataset. The credit card customer dataset of the following research paper is from April to September 2005 in Taiwan on the UCI website and each feature is known and specific.

Shenghui Yang et al. examined several data mining methods in credit card default prediction including Logistic Regression, Neural Network, Support Vector Machine, Xgboost and LightGBM[3]. They evaluated these methods by comparing AUC, Correct rate, and F1-Score and found that LightGBM has the best classification effect in the experiment.

Yashna Sayjadah et al. used machine learning techniques to predict the credit card default with the same dataset from the UCI website[4]. They applied Logistic Regression, Rpart Decision Tree, and Random Forest to the research by evaluating the Accuracy, True Positive, and AUC, and found that Random Forest had the best performance with the best accuracy and AUC.

**Industrial Review**

The traditional approach of determining whether a borrower will default or not highly relies on manual or system account monitoring. The account first becomes delinquent if missing a payment for 30 days and the default happens after 6 months if not make the minimum payment due[5]. The system will report abnormal accounts with the above one or two conditions to the manager. The manager will then contact the customers to discuss their accounts’ situations. The current method can only help the bank or financial services to notice the default event and reduce the loss if an account is in an abnormal condition after it happens but cannot prevent it before it happens.

The other way to reduce banks’ loss is from the source which is credit card issuing. Banks or financial services usually collect and evaluate applicants’ information including their current financial situation, their past loans, and payment history, and give them a score[6]. Based on the credit score, if applicants’ have a high credit score, then it will be easy for them to apply for a credit card with high limits, otherwise vice versa. Meanwhile, a high credit score usually means that the customer has a lower probability to default.

**Application**

The purpose of this project is to design a machine learning model for American Express to challenge the current model in production. In this competition, it trains with 190 anonymized features that are divided into 5 categories. Since not all features are equally important, it is possible to find several categories that affect feature engineering. Thus, in the real world, the bank or financial service can collect more data in these categories and use them to predict the default. To use this system to fully replace the manual account monitoring is not feasible under the current situation, but with this system, it can play a role in assisting banks to assess an individual’s possibility of default to improve manual approval efficiency and reduce labor cost, as well as whether issue a credit card to an individual. Combining these two approaches, it will be efficient to minimize or even prevent banks’ losses in the future.

**Open-Source Review**

This section selects one of the notebooks from the competition with the most votes and evaluates the approach[7]. The most impressive point that author did is data preprocessing which rounding up the float column values at 0 and 1 and saving in parquet format to ensure no data loss and reduce the size of the dataset for training. Meanwhile, the author uses DeviceQuantileDMatrix to load data, which uses small GPU memory.
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